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Functional non-determinism present in most applications related to 
human-cyber interfaces  
(feature extraction, classification, synthesis, recognition, decision making, 
learning) 



•  2-3 orders more efficient than today’s silicon 
equivalent  (>1016 FLOPS with ~20 W) 

•  Robustness in presence of component failure and 
variations 
  Neural response is highly variable (σ/μ≈1) [Faisal] 

•  Amazing performance with mediocre 
components 

  Auditory system: can tell difference of time arrival within 10 μs with 
cells having time constant of 1ms [Sarpeshkar] 

  Olfactory system: can discriminate 104-105 odors with slight 
difference of chemical structure with olfactory receptors having 
broad reception range [Buck] 

•  Seamless interaction with the physical world 
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Use of slow (digital) feedback moves 
analog curves further to the right  



Example: Concentration-Invariant Encoding 
Pulse pattern independent of 
concentration 
Analyte information represented in 
time 

Chloroform Cyclohexanone 
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Classification System: 

Feature 
Extraction 

Data-driven 
Classification 

Sensor  
data 

Classifier 
output 

Permit imprecise signal-acquisition, 
conversion, feature-extraction 

(low-energy analog)  

E.g. ADC Integral Non-Linearity (INL) 

Learn feature statistics due to 
imprecisions via data-driven 

classifier training 

E.g. SVM training to INL: error-aware model 
(EEG-based seizure detector) 
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